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Abstract 

ACME and Copycat have been viewed as competing models 
of analogy making. Mitchell (1993) makes three major 

criticisms of ACME in arguing for Copycat's superiority: that 
because ACME considers all syntactically possible mappings 
it is psychologically implausible and computationally 

infeasible; lhat its representations are rigid and band-tailored 
for each problem; and that ACME's representations are 
semantically empty. To evaluate these criticisms we applied 
ACME to simulating problems in the only domain addressed 
by Copycat, letter-string analogies such as, "If abe is 
changed into abd, bow would you change kji in the same 
way?" Using representations that include only knowledge 
available to Copycat. ACME generated the most common 
solutions that people and Copycat produce. In addition. 
ACME was able to generate some solutions produced by 
people but that are impossible for Copycat. demonstrating 
that in some respects ACME is a more flexible analogical 
reasoner than is Copycat. These simulations answer each of 
Mitchell's criticisms of ACME. ACME can incorporate 
domain-relevant knowledge to allow a principled reduction 
in the number of mappings considered: it can generate novel 
representations based on its domain-general constraints; and 
it can incorporate semantic content into its representations. 
In addition. ACME has the advantage of being applicable to 
many different domains. 

Introduction 

Copycat attempts to computationally model the processes 
underlying tbe creation of analogies (Hofstadter, 1984; 
Mitchell, 1993). Analogies are produced by the interaction 
of processes for building structured represema.tions of Lhe 
source and target analogs. including processes !hat lead to 
"slippage'" of concepts to allow mappings between non­
identical concepts. ACME (Holyoak & Thagard, 1989). 
another computational model of analogy making, finds a 
systematic mapping between a source domain and a target 
domain by building a network based on multiple soft 
constraints (in particular, semantic, structural and 
pragmatic constraints), and then allowing it to settle using 
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parallel constraint satisfaction. ACME and Copycat have 
been viewed as competing models of analogy, and Mitchell 
(1993) has criticized ACME's approach to making 
analogies. It bas been difficult to evaluate these alternative 

models, however, because they were not designed to be 
applied to the same analogy problems. Copycat only solves 
problems in the micro-domain of letter-string analogies 

(e.g., If abc is changed into abd, bow would you change 
kjl in the same way?). Copycat has had some success in its 
restricled domain, both computationally and when 
compared to human data (Burns & Schreiner, 1992), but it 
is unclear what factors provide the basis for its successes. 
ACME is designed to be applicable to analogies in any 
domain. but in practice it has usually been applied to cases 
in which a complex source story is mapped to a complex 
target analog, often in the context of solving the target 
analog as a problem. Misunderstandings related to the 
comparative advantages and disadvantages of the two 
models may be partly due to them being tested on very 
different problems. In this paper we try to assess the 
models by applying ACME to letter-string analogies 

The approaches of ACME and Copycat are similar in 
important ways. In particular, the models share the idea 
that analogies develop from competition between multiple 
soft constraints. Indeed, Mitchell (1993, p. 210) points out 
that Copycat has counterparts for each of the three basic 
classes of constraints that ACME uses. However, Mitchell 
di.rects three major criticisms at ACME. First, ACME
creates all possible syntactic mappings, which appears to be
computationally infeasible and psychologically implausible.
Second, Mitchell claims that ACME uses knowledge
representations that are unduly rigid and are hand-tailored
for each new analogy. If true, this would imply that ACME
lacks the ability to do the kind of re-representation that is
central to Copycat. Third, Mitchell claims that ACME's
representations are devoid of semantic content. Given that
these criticisms are also applied to another major analogy
model, SME (Falkenbainer, Forbus, & Gentner, 1989),
Mitchell presents Copycat as an approach radically
different from previous analogy models. The status of these
criticisms will be evaluated after describing our attempt to
use ACME to simulate the solution of analogies drawn
from Copycat's chosen domain.
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Simulatin g Solution s t o Letter-Strin g Analogie s ( S U C C . O F ( B *  A * )  B_successor_of_A ) 

A C ME Principle s 

ACME computes a mapping between a source and a 

targe t  domain ,  represente d usin g a  predicate-calculu s styl e 

representation ,  b y formin g a  networ k containin g unit s 

representin g potentia l  mapping s betwee n element s o f  th e 

sourc e an d target .  Th e networ k i s constructe d t o confor m 

t o structural ,  semanti c an d pragmati c constraints ,  an d th e 

final  mappin g i s derive d b y allowin g th e networ k t o settl e 

unde r  paralle l  constrain t  satisfaction .  Th e structura l 

constraint s pla y th e dominan t  rol e i n determinin g 

mappings ,  a s i s consisten t  wit h findings  fro m researc h o n 

human analogica l  mappin g (se e Falkenhaine r  e t  al. ,  1989) . 

Solvin g letter-strin g analog y problem s require s mor e 

tha n mapping ,  however ,  a s ne w element s mus t  b e generate d 

i n orde r  t o for m th e solution .  A n extensio n t o A C M E 

propose d b y Holyoak ,  Novick ,  an d Mel z (1994 )  use s a 

copyin g wit h substitutio n an d generatio n algorith m 

( C W S G)  t o allo w A C M E t o perfor m analogica l  patter n 

completio n b y generatin g ne w element s wher e the y ar e 
necessary .  Thi s mechanis m assume s tha t  i f  som e 

propositio n exist s i n on e analog ,  bu t  ha s n o correspondin g 

propositio n i n th e other ,  the n a  ne w "image "  propositio n i n 

th e othe r  analo g ma y b e generate d b y substitutin g mappe d 

predicate s an d object s an d generatin g counterpart s fo r 

unmapped components . 

Representations 
Give n tha t  man y o f  th e criticism s Mitchel l  make s o f 

A C ME ar e relate d t o it s representations ,  i t  i s  necessar y t o 

carefull y explai n ho w ou r  representation s wer e constructed . 

We wil l  focu s o n th e problem ,  "I f  ab c i s change d int o abd , 

the n ho w woul d yo u chang e kj i  i n th e sam e way? "  Becaus e 

th e abc:ab d par t  o f  th e proble m wa s alway s th e sam e i n 

problem s use d here ,  problem s wil l  b e referre d t o b y th e 

strin g t o b e changed ,  fo r  example ,  kji . 

The abc:ab d par t  o f  th e analog y i s treate d a s th e sourc e 

domai n whil e th e kj i  an d answe r  string s for m th e target . 

The representatio n o f  th e sourc e wa s divide d int o a  numbe r 
of  logicall y distinc t  fields.  I n A C M E,  element s o f  a  sourc e 

field  ar e onl y mappe d t o element s i n th e sam e typ e o f  field 
i n th e targe t  domain .  Thu s b y usin g fields  w e limi t  th e 

number  o f  mappin g unit s forme d an d increas e th e 

likelihoo d o f  appropriat e mapping s bein g formed . 

A semanti c field  wa s declare d tha t  containe d informatio n 
about  wha t  i s th e predecesso r  an d successo r  o f  eac h lette r  o f 

th e alphabe t  (wher e th e "letters "  represen t  types ,  rathe r 
tha n tokens ,  o f  letter s tha t  ar e par t  o f  a  string) .  Henc e th e 
sourc e domai n semanti c field  consiste d o f  predicate -

calculu s statement s o f  th e form : 

Thes e tw o statement s respectivel y indicat e tha t  th e lette r 

typ e a  (type s ar e denote d b y * )  i s  th e predecesso r  o f  lette r 

typ e b ,  an d tha t  b  i s th e successo r  o f  a .  Whil e thi s field 

shoul d i n principl e contai n th e successo r  an d predecesso r 

relation s betwee n al l  letter s i n th e alphabet ,  fo r  th e presen t 

simulation s onl y relevan t  letter s wer e include d i n thi s field 

i n orde r  t o avoi d th e formatio n o f  a  larg e numbe r  o f 

irrelevan t  mappin g units .  Th e predecesso r  an d successo r 

relation s fo r  letter s a  throug h e  wer e included .  Copyca t 

neve r  produce s answer s t o thi s proble m tha t  requir e 

knowledg e abou t  letter s outsid e o f  thi s range . 

Afirst_strin g field  containe d proposition s abou t  th e first 

strin g (abc) ,  suc h a s whic h letter s ar e lef t  o f  eac h other , 

whic h ar e righ t  o f  eac h other ,  an d wha t  th e start ,  middl e 

and en d letter s were .  Fo r  example : 

(RIGHT (B1 Al) B l_right_of_Al) 
(  S T A R T (  A l )  Al_start s strin g ) 

The first statement indicates that a token of the letter b in 

abc (strin g 1 )  i s  t o th e righ t  o f  a  toke n o f  th e lette r  a .  Lef t 

and righ t  relation s fo r  al l  thre e letter s i n ab c wer e 
represented .  Th e secon d statemen t  indicate s tha t  th e lette r 

a i s a t  th e star t  o f  th e string . 

A second_strin g field  containe d informatio n abou t  th e 

secon d strin g (abd) ,  includin g th e sam e typ e o f  informatio n 

give n fo r  th e firs t  string ,  tha t  is ,  whic h letter s ar e t o th e 

righ t  an d lef t  o f  eac h othe r  an d whic h ar e a t  th e start , 
middl e an d en d o f  th e string .  Fo r  example , 

(RIGHT ( D2 B2 ) D2_right_of_B2) 

In addition, statements were included that indicated which 
lette r  type s ha d bee n retaine d fro m th e first  string ,  whic h 

had bee n deleted ,  an d whic h adde d i n orde r  t o for m th e 

secon d string .  I n tota l  thes e leave ,  ad d an d delet e 
statement s were : 

(LEAVE ( A2) A2_retained) 
( L E A V E (  B 2 )  B2_retained ) 
(  D E L E T E (  C 2 )  C2_deleted ) 

(AD D (D2 )  D2_added ) 

First_string_instantiated and second_string_instantiated 
fields  serve d t o lin k th e lette r  typ e informatio n i n th e 

semanti c field  t o specifi c  lette r  tokens .  Th e followin g ar e 
example s fo r  th e first  an d secon d string s respectively , 

(INSTANTIATE ( Al A* ) Al_isa_A ) 
( I N S T A N T I A T E (  A 2 A *  )  A2_isa_ A ) 

( P R E D _ OF ( A *  B *  )  A_predecessor_of_B ) 
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Al l  lette r  token s use d i n th e strin g wer e instantiate d i n thi s 

way. 

A relation s field  specifie d whic h letter s sta y a s th e sam e 

typ e an d whic h chang e betwee n th e tw o strings .  Thi s field 

consiste d o f  th e followin g statements : 

(SAME ( Al A2) Al_stays_as_A2 ) 

(  S A M E (  B l  B 2 )  Bl_stays_as_B 2 ) 

(  C H A N GE (  C I  D 2 )  Cl_changedJnto_D 2 ) 

The representation of the target domain was structured in 

th e sam e wa y a s th e sourc e domain .  Th e semantic s field 

ha d th e sam e typ e o f  successo r  an d predecesso r  statements , 

but  fo r  th e letter s /  throug h m .  Th e firstjstring field 

containe d th e sam e typ e o f  statement s a s th e sourc e versio n 

did ,  but  fo r  th e strin g kj i  instea d o f  abc .  Th e 

secondjstrin g field  wa s lef t  highl y impoverished ,  i n tha t  i t 

was limite d t o listin g th e potentia l  addifion s an d deletion s 

fro m tha t  string .  Th e second-strin g field  containe d L E A V E 

statement s fo r  K 2 ,  J 2 an d 12 ,  an d D E L E T E statement s fo r 

th e sam e letters .  I n additio n ther e wer e A D D statement s 

fo r  al l  letter s betwee n d  an d m (includin g ne w token s o f  th e 

k,  j  an d /  lette r  types) .  Th e relation s field  wa s lef t  blank . 

Th e detail s fo r  th e late r  tw o fields,  whic h provid e A C M E ' s 

answe r  t o th e problem ,  ha d t o b e filled  i n b y th e C W SG 

algorithm .  Th e instantiatio n fields  instantiate d al l  letter s 

tha t  wer e use d i n an y othe r  field. 

Evaluating ACME's Performance 

O ur  us e o f  A C M E t o simulat e solutio n o f  letter-strin g 

analogie s wa s guide d b y severa l  constraints .  First ,  w e 

base d ou r  representation s entirel y o n concept s tha t  hav e 
bee n incorporate d int o Copycat' s "slipnet" :  rightmost , 

leftmost ,  successor ,  predecessor ,  first,  an d last .  Th e slipne t 

als o contain s al l  th e letter s o f  th e alphabe t  an d link s fro m 

eac h lette r  t o it s successo r  an d predecessor ,  an d Copyca t 

makes a  type-toke n distinctio n fo r  letters .  B y equatin g it s 

representationa l  element s wit h thos e assume d b y Copycat , 

we ensure d tha t  A C M E ' s representation s woul d b e a s 

semanficall y rich  a s thos e use d b y Copycat ,  a s intuitivel y 

obvious ,  an d a s genera l  i n thei r  applicabilit y  t o multipl e 

letter-strin g analogies . 

Peopl e produc e a  wid e rang e o f  answer s t o thes e 

problems .  Copyca t  als o produce s a  variet y o f  answer s 

becaus e o n differen t  run s i t  build s differen t  suucture s an d 

mapping s tha t  underli e alternativ e answers ,  b y 
probabilisticall y invokin g differen t  smal l  piece s o f 

structure-buildin g code .  I n contrast ,  A C M E operate s b y 

over-generatin g al l  syntacficall y possibl e mappings ,  an d 

selectin g th e mos t  coheren t  subse t  b y a  deterministi c 
algorithm .  Accordingly ,  th e representatio n o f  th e secon d 

strin g i n th e targe t  include d a n overly-genera l  lis t  o f 

possibilities ,  differen t  subset s o f  whic h woul d constitut e 

alternativ e answers .  A C M E ' s pragmati c constrain t 

provide s feature s tha t  allo w i t  t o simulat e variation s i n 

activ e representation s an d mappings .  I n differen t  runs , 

alternativ e critica l  mapping s ca n b e promote d b y bein g 

presumed ,  an d differen t  part s o f  structur e ca n diffe r  i n 

importance .  A  presume d mappin g i s give n additiona l 

externa l  excitation ,  an d les s importan t  component s ar e 

inhibite d (Spellma n &  Holyoak ,  1993) .  Critica l  mapping s 

woul d b e thos e fo r  predecessor ,  successor ,  right ,  left ,  star t 

and end ,  fo r  whic h th e alternativ e mapping s (t o th e sam e o r 

t o th e opposit e relation )  appea r  t o underli e man y o f  th e 

answer s Copyca t  produce s fo r  letter-strin g analog y 

problems .  B y varyin g whic h o f  thes e mapping s wer e 

presume d o n differen t  run s w e attempte d t o generat e 

alternativ e answer s usin g A C M E ' s C W S G algorithm .  O n 

some run s w e delete d som e structura l  element s ( a crud e 

implementatio n o f  differentia l  importance )  t o simulat e 

generatio n o f  answer s tha t  appea r  t o reflec t  insensitivit y t o 

certai n aspect s o f  structure . 

I t  i s  importan t  t o not e tha t  usin g "presumed "  mapping s 

does no t  i n itsel f  provid e A C M E wit h a  solutio n t o th e 

problem .  Th e presume d mapping s d o not  themselve s 

constitut e a n answer ;  rather ,  the y bia s th e concep t 

mapping s fro m whic h a n answe r  emerge s afte r  constrain t 

satisfactio n i s performed .  Copyca t  arrive s a t  thes e 

mapping s thoug h th e probabilisti c  runnin g o f  codelets .  I n 

it s curren t  implementatio n A C M E i s deterministic ; 

however ,  i t  woul d b e possibl e t o hav e th e strengt h o f  th e 

critica l  mapping s altere d probabilistically .  Bu t  whethe r  a 

model  i s implemente d i n a  probabilisti c  o r  deterministi c 

fashio n doe s no t  appea r  t o b e a  majo r  issu e a t  stak e i n 

evaluatin g model s o f  analogy . 

Our  ai m i n thi s effor t  wa s no t  t o exhaustivel y generat e al l 

possibl e answers ,  no r  t o matc h th e detail s o f  th e probabilit y 

distributio n o f  answer s produce d b y people ,  whic h woul d 

requir e a  thoroug h searc h o f  paramete r  space .  Rather ,  w e 

focuse d o n generatin g th e mos t  c o m m o n solution s t o 

problem s tha t  hav e bee n extensivel y teste d wit h people .  I f 

A C ME ca n i n fac t  generat e th e answer s mos t  frequentl y 

provide d b y peopl e usin g plausibl e assumption s abou t 
differentia l  presume d mapping s an d importanc e o f 

structura l  elements ,  thi s woul d demonstrat e tha t  it s 

approac h t o analog y i s a t  leas t  viabl e a s a  psychologica l 

model  o f  solvin g letter-strin g analogies .  I n addition ,  w e 

wil l  repor t  example s o f  solution s generate d b y A C M E (an d 

some people )  tha t  Copyca t  i s unabl e t o generate .  Suc h 

case s undermin e claim s tha t  Copyca t  i s inherentl y les s 

rigid. 

Simulation Results 

I n al l  simulation s th e followin g parameter s wer e kep t 

constant :  excitation ,  .(X)5 ;  inhibitio n (structural) ,  -.16 ; 

decay ,  .(X)5 ;  similarit y o f  identica l  predicates ,  .005 ;  startin g 

activatio n o f  al l  unit s .{X)l .  Th e Grossber g updatin g rule , 
wit h m a x i m u m activatio n o f  1. 0 an d m i n i m u m activatio n 
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of  -.3 ,  wa s use d t o settl e th e network .  Thes e parameter s 

wer e chose n becaus e the y ha d bee n use d t o explor e othe r 

domain s wit h A C M E.  Th e mapping s o f  LEAVl-^LEAVE , 

A D D = A D D,  an d D E L E T E = D E L E TE wer e ;Uway s 

presumed ,  a s thes e predicate s hav e n o othe r  sensibl e 

mappings . 

A C ME wa s presente d wit h tw o problems :  th e kj l 

problem ,  an d th e xy z problem :  "I f  ab c wa s change d int o 

abd ,  the n ho w coul d xy z b e change d i n th e sam e way? " 

(wit h th e xy a answe r  prohibited .  Not e tha t  solution s t o 

letter-strin g problem s wil l  b e give n i n italics ,  problem s 

themselve s wil l  b e i n bold. )  Thes e problem s wer e chose n 

becaus e the y hav e bee n solve d b y Copycat ,  an d Bum s 

(1994 )  ha s administere d the m t o larg e group s o f  people . 

(Anothe r  problem ,  mrrjjj ,  meet s thi s criterio n a s well ,  bu t 

require s addressin g th e issu e o f  ho w grouping s o f  element s 

can b e represented ,  which  w e hav e no t  ye t  attempted. ) 

The kji problem 

Copyca t  ha s bee n applie d t o th e letter-strin g analog y kji , 

and Mitchel l  (1993 ,  p .  80 )  report s tha t  ove r  a  thousan d run s 
it s mos t  commo n solution s wer e kjh ,  kj j  an d Iji .  B u m s an d 

Schreine r  (1992 )  gav e th e kj i  proble m t o colleg e student s 

and foun d tha t  kjh ,  kj j  an d Ij i  wer e th e mos t  commo n 

solutions ,  althoug h peopl e als o generate d a  wid e variet y o f 

additiona l  answers . 
Each A C M E ru n use d th e representatio n describe d 

above ,  fro m which  a  networ k o f  42 1 unit s an d 446 3 link s 
was formed .  Th e first  ru n o f  th e progra m wa s mad e wit h 

no presume d mappings .  Th e followin g relation s field  wa s 

generate d b y th e C W SG algorithm : 

( SAME (Kl K2) T12) 

(SAME(J 1 J2)T13 ) 
( C H A N GE (I I  H2)T14 ) 

This field represents the answer kjh, as Kl and Jl stay as 
token s o f  th e sam e letter s ( k and) ,  respectively) ,  whil e 1 1 i s 
change d int o a n h .  Thu s th e answe r  tha t  i s  mos t  easil y 
produce d b y A C M E i s als o commonl y produce d b y bot h 
Copyca t  an d b y people .  Th e predominanc e o f  th e answe r  i s 
not  surprising ,  a s i t  i s  a  highl y sUiicturall y coheren t 
solutio n (base d o n mappin g successo r  t o predecesso r  an d 

vic e versa) ,  an d A C M E i s strongl y drive n b y su-uctura l 

constraints . 
I n orde r  t o tr y t o produc e th e Ij i  answe r  th e mapping s o f 

S T A R T = E ND an d E N D = S T A RT wer e presumed .  Thi s 

mappin g underlie s Copycat' s generatio n o f  thi s answe r  (se e 

Mitchell ,  1993 ,  p .  113) .  Runnin g th e progra m wit h suc h a 
presumptio n generate d th e propositions : 

( SAME (II 12) T12) 

( S A M E ( J 1 J2)T13 ) 
( C H A N GE (K l  L2 )  T14 ) 

A C ME thu s succeede d i n producin g th e Ij i  solution .  A  ru n 

of  th e progra m tha t  instea d presume d th e mapping s o f 

L E F T = R I G HT an d vic e vers a als o generate d th e Ij i  answer . 

The othe r  commo n answe r  produce d b y Copyca t  an d b y 

peopl e wa s kjj .  Th e ke y t o producin g thi s solutio n appear s 

t o b e ignorin g th e fac t  tha t  k  i s th e successo r  t o ; ,  wherea s a 

i s th e predecesso r  o f  b ,  whil e nonetheles s mappin g 

successo r  t o successo r  an d iqjplyin g thi s mappin g t o th e 

chang e i n th e las t  element .  Loosenin g o f  th e structura l 

constraint s b y ignorin g th e relationshi p betwee n k  an d j 

was simulate d b y removin g th e proposition s concemin g K 2 

and J 2 i n th e targe t  domain' s second_string_instantiate d 

field.  Runnin g thi s representatio n produce d th e kj j  answer . 

I n effect ,  thi s ru n simulate d Copyca t  failin g t o buil d o r 

maintai n th e link s betwee n k  an d j ,  a s i t  mus t  fai l  t o d o i n 

orde r  t o generat e th e kj j  answer . 

I n anothe r  ru n w e presume d th e mapping s 

S U C C _ O F = S U C C _ OF an d P R E D _ O F = P R E D _ O F,  a s we U 
as S T A R T = S T A R T,  E N D = E N D,  obtainin g th e answe r  kjl . 

Thi s solutio n require s toleratin g th e inconsistenc y betwee n 

th e tw o pair s o f  presume d mappings .  Thi s answe r  i s 

occasionall y produce d b y peopl e (Bums ,  1994) ,  bu t  ha s 

neve r  bee n reporte d t o hav e bee n produce d b y Copyca t 

The xyz problem 

The xy z proble m i s o f  interes t  becaus e th e instruction s 

bloc k th e mos t  natura l  answer ,  xya ,  whic h arise s fro m 

people' s tendenc y t o vie w th e alphabe t  a s circular . 

Copycat' s mos t  commo n answe r  t o th e xy z proble m wa s 

xyd ,  an d it s nex t  mos t  commo n wa s wy z (Mitchell ,  1993 ,  p . 

82) .  B u m s (1994 )  foun d tha t  fo r  xy z peopl e generate d wy z 

most  often ,  a s wel l  a s a  larg e rang e o f  othe r  answers . 
ACME'S representatio n o f  thi s proble m wa s identica l  t o 

tha t  fo r  kj i  i n th e sourc e domain ,  bu t  i n th e targe t  domai n 

ever y k  wa s change d int o a n x ,  ever y j  t o y  an d ever y /  t o z . 
I n addition ,  th e semantic s an d instantiat e fields,  a s wel l  a s 

th e A D D proposition s i n th e secondjstrin g field,  wer e 
modifie d t o reflec t  th e us e o f  a  rang e o f  letter s betwee n u 
and z ,  a s wel l  a s d . 

The first  ru n usin g thi s representatio n use d n o presume d 
mapping s an d generate d th e answe r  zyw .  Thi s answe r  i s 

neve r  reporte d t o hav e bee n produce d b y Copycat ,  bu t  a 

number  o f  peopl e d o generat e i t  (Bums ,  1994) .  B y settin g 

as presume d th e mapping s o f  S T A R T = E ND an d 
E N D = S T A R T,  th e answe r  wy z wa s generated .  Th e xy d 
answer  appear s t o b e a  simplisti c solutio n derive d b y 

ignorin g al l  predecesso r  an d successo r  information .  W e 
successfull y simulate d generatio n o f  xy d b y replacin g th e 
semanti c fields  wit h mor e primitiv e letter-typ e definitions , 
suc h a s (A_typ e (A*)) . 
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Discuss ion 

Our simulations show that the ACME model, which has 

been applied to a wide range of analogical mapping and 

transfer problems in many different domains, can also 

produce reasonable solutions to letter-string analogies. For 

the two problems w e have investigated A C M E can find the 

most c o m m o n solutions generated by both people and 

Copycat,  and in addition can find some solutions that 

people generate but Copycat  cannot.  In light of  this  success 

w e can evaluate the status of Mitchell's (1993) criticisms of 

ACME. 
The first criticism was that A C M E is unrealistic in 

creating mapping units for all possible syntactic matches. 

Our simulations reveal that principled use of subfields in 

the representation can reduce the number of mapping units 

formed, providing an illustration of the general point that 

domain knowledge, when available, can be used to reduce 

the space of possible mappings. Mappings only occur 

between members of the same  subfields,  each of which can 

be small. Subfields reduce the computational explosion 

that can occur when units for all possible syntactic 

mappings are formed. The psychologically plausibility of 

the mappings formed is harder to determine, as we do not 

know what mappings people m a y initially form at an 

implicit  level.  Copycat  restricts  the possible mappings even 

further than A C M E because the former model is designed 

to deal only with a single domain of problems. More 

specialized network-construction rules based on domain-

specific knowledge could also be built into A C M E , but this 

would not seem to constitute a theoretical advance. In fact, 

the construction of a diverse set of potential mappings 

contributes to A C M E ' S  flexibility  in constructing a wide 

range of  answers,  some of which turn out to be meaningful. 

These include some h u m a n solutions that Copycat's 

restrictions render it unable to generate. It should also be 

noted that A C M E ' s basic constraints can be  reaUzed  in 

architectures that eliminate the need for  expUcit  generation 

of mapping units (Hummel , B u m s & Holyoak,  1994). 

The second criticism of A C M E was that its 

representations are inflexible, because they supposedly are 

hand-tailored for each problem and do not change during 

the running of the program. This criticism is misleading, 

in that it hinges on what is meant by "re-representation". 

In a sense, A C M E dynamically re-represents the problem 

as it  runs,  because its representation is a product of the 

current states of activation of the mapping units. 

Furthermore, A C M E finds "slippages" in the form of 

mappings between non-identical concepts, such as 
successor and predecessor, and it builds new structure 

using its C W S G procedure. It is certainly true that the 

mappings that can be m a d e are constrained by the mapping 

units that are initially formed; however, Copycat is 
similarly limited by the range of slippages permitted in its 

slipnet.  A C M E ' S ability to generate solutions that people 

produce but Copycat cannot demonstrates that A C M E can 

actually be more  flexible  than Copycat, even in the specific 

domain  to^which  Copycat has been  tailored.  The  kjl  answer 

to the kji problem is fundamentally impossible for Copycat 

to  generate,  as  it  involves defining a change relative to one 

letter {k) but then applying it to a different letter  (i).  In 

Copycat the required double slippage of end to start and 

back again is restricted to occur only once. For the same 

reason Copycat is also unable to produce the  zyw  answer to 

the xyz problem. A C M E is less brittle than Copycat in this 

regard because it treats structural consistency as a soft 

constraint, which does not require global consistency of the 

entire set of favored mappings. 

The current A C M E simulations are representationally 

limited in that the model lacks the ability to organize the 

elements of the problem into meaningful groups, and thus 

is unable to  deal  with problems such as  mrrjjj.  Copycat 

includes specialized procedures for building structures 

representing certain groupings, and hence can produce 

reasonable answers for such problems. Nonetheless, it is 

important to recognize that Copycat is  also  limited by the 

structure-building routines that have been programmed into 

it.  For  example,  one of the more  conmion  answers offered 

to the mrrjjj problem by people is  mrsjjk,  in which every 

third letter is changed into its successor (Bums,  1994). 

Because Copycat does not include a procedure to link every 

third  letter,  it  cannot generate this solution. The apparent 

successes of Copycat in dealing with groupings, as well as 

its limitations in this  area,  arise from  it  being programmed 

with specific knowledge. Such knowledge could also 

improve A C M E ' s performance if the latter model were 

modified to deal with a specific domain. 

The third criticism, that A C M E is semantically empty, 
dissipates once it is recognized that A C M E can readily 

incorporate the same semantic knowledge as is included in 

Copycat.  Mitchell (1993) claims that Copycat's concepts 

are semantically meaningful because they are embedded in 

a network of related concepts; but the same claim can be 

made for any model that accepts hand-coded 

representations of domain concepts and their 

interconnections. 
Our A C M E simulations illustrate that A C M E and 

Copycat share an emphasis on producing structured 

solutions.  The fundamental commonalties of the two 

approaches are highlighted by Mitchell's observation that 

Copycat includes counterparts to the constraints on human 

analogy making that A C M E takes as fundamental. 

Nonetheless,  the implementations of the programs differ 

vastly, and it is possible that the Copycat approach will 

eventually prove more successful than that of A C M E .  It  is 

yet to be demonstrated, however, that Copycat is superior 

on either psychological or computational grounds, or that 
its computational realization embodies any distinctive 

theoretical constraints on analogy making. In  addition. 
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until it is shown that Copycat can be generalized, the model 
will remain vulnerable to the criticism that its successes 
depend more on its specialized domain knowledge than on 
general principles !hat underlie human analogy making. 
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